Abstract—This paper proposes a general algorithm framework for solving dynamic sequence optimization problems (DSOPs). The framework adapts a novel genetic learning (GL) algorithm to dynamic environments via a clustering-based multi-population strategy with a memory scheme, namely, multi-population GL (MPGL). The framework is instantiated for a 3D dynamic shortest path problem, which is developed in this paper. Experimental comparison studies show that MPGL is able to quickly adapt to new environments and it outperforms several ant colony optimization variants.
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I. INTRODUCTION

The dynamic sequence optimization problem (DSOP) has a wide range of applications in practice, e.g., the vehicle navigation problem and the workshop scheduling problem. The SOP, a typical combinatorial optimization problem, is to find the best order for a number of given items [1]. Examples of classical SOPs are the travel salesman problem (TSP), the vehicle routing problem (VRP), and the shortest path problem (SPP), etc.

The dynamic TSP (DTSP) is a typical benchmark for DSOPs, where typical types of changes are changing the sequence number of nodes in the graph [2] or changing the distance between nodes [3]. The first type of changes can keep the global optimum unchanged, which is helpful to analyse the performance of an algorithm in dynamic environments but hardly seen in real-world applications. The second type of change is more practical but the global optimum is unknown. It makes hard to analyse the performance of an algorithm. To alleviate this issue, we propose a 3D dynamic shortest path problem (DSPP) as a benchmark problem for DSOPs. This problem is simple and can show some real-world characteristics which are challenging to solve. The optimal solution can be easily obtained by Dijkstra’s algorithm. These two features make it suitable to test an algorithm’s performance.

The ant colony optimization algorithm (ACO), which stimulates the ants’ foraging behaviors, is the mostly used algorithm for DSOPs [4]. To make ACO effective in dynamic environments, several issues should be addressed: (1) The pheromone trail contains previous information which may mislead the search and make the algorithm hard to escape from the old optimum when the environment changes; (2) The heuristic information is needed but it is not always available or hard to obtain in practice; (3) The parameters of ACO are hard to tune. In this paper, a genetic learning (GL) [5] algorithm is used to solve DSOPs. The GL was initially proposed in [5], updated in [6] for the static TSP and was later applied to the static SPP in [7]. GL calculates the probability only based on the current population, which enables the population to adapt to dynamic environments quickly and does not require any heuristic information.

When an algorithm converges, it is hard to find the new optimum. Dynamism handling strategies are needed to help an algorithm to improve the diversity loss issue to find new optima. This paper proposes a multi-population strategy, where each sub-population is responsible for searching for one near-optimum. To improve the search ability of each sub-population, we use a memory scheme in each sub-population.
to make use of the information from all the individuals. Also, this algorithm does not depend on the detection of the change and can quick track the changing global optimum.

The rest of this paper is organized as follows. Section II describes the dynamic handling strategies that are mainly applied to ACO. Section III defines the DSPP proposed in this paper. Section IV gives the details of the proposed algorithm. Section V presents the experimental studies. Finally, conclusions and future work are presented in Section VI.

II. RELATED WORK

The basic idea of ACO is a probabilistic technique based on sampling. It was inspired by the food foraging behaviors of ants. Ants will release trail pheromones when they look for foods and the pheromone trail will guide them to find a shorter path to the food source. ACO was first published in [8]. Ant colony system (ACS) [9] and MAX-MIN ant system (MMAS) [10] are two widely used variants. Angus and Hendtlass [11] showed that the conventional ACO algorithm is able to solve a small DTSP instance. To extend ACO to dynamic environments, the loss of diversity issue should be addressed.

The goal for dynamic optimization is not only to find the global optimum but also to track the changing optimum over time. When a traditional evolutionary algorithm has converged, it hardly finds new good solutions due to the loss of diversity. Dynamism handling strategies are needed to improve diversity. These strategies can be divided into five classes: adaptive, diversity, prediction, memory and multi-population strategies [4], [12].

Adaptive strategies adapt the parameters or operators to the changing environments. For example, the pheromone evaporation rate $\rho$ for ACO can be adaptive tuned. In [13], $\rho$ increases when the algorithm stagnates to increase the global search ability of the algorithm. Later self-adaptive $\rho$ was proposed in [14], where $\rho$ is optimized during the evolutionary process. The two parameters $\alpha$ and $\beta$, which control the weight of pheromone trails and heuristic information, can also be adaptively tuned in ACO [15].

Diversity strategies aim to increase diversity after a change is detected or to maintain diversity during the whole run. Eyckelhof and Snoek [16] introduced a shaking method to smoothen the pheromone trails when an environmental change is detected. Immigrants strategy [3] in ACO is a popular diversity strategy, which introduces immigrant ants, either using random solutions (random immigrant ACO, RIACO) or the best solutions from the previous environment (elitism-based immigrants ACO, EIACO), to deposit pheromone trails. Guo [17] used the crowding distance to select the global best or the local best particle in particle swarm optimization (PSO) to solve dynamic multi-objective vehicle routing problems.

Predictive strategies predict the changes and take action in advance. In [18], the Kalman filters were used to predict the movement of the global optimum. However, predictive strategies work only when changes exhibit some predictable patterns.

Memory strategies store and reuse useful information, which is quite useful for periodical or recurrent changes. Population-based ACO (PACO) [19] uses a memory of limited size to record the best solution from each generation with a first-in-first-out policy. Memory-based immigrants [3] combine the memory strategy and immigrants with a memory of the population, which includes the best solutions and immigrant solutions. In [20], the memory was organized as a tree structure to reduce the computational cost and increase its capacity.

Multi-population strategies use each sub-population to track different local optimum so that when the global optimum change between different local areas, the algorithm can quickly re-locate it. One of the key issue for the multi-population is how to decide the number of sub-populations. A bottom-up clustering method was used in [21] to determine the original population size and then adapt it to the changing environment during the evolutionary process. In [22], each sub-population uses a separate pheromone table, which is helpful to improve to the diversity of ACO. Bu [23] combined the multi-population strategies particle and PSO to solve dynamic constrained optimization problems.

Recently, there are some strategies that hybridize two or more strategies introduced above. Luo [24] combined the memory strategies and the multi-population strategies. In [24], the retrieved memory individuals were classified according to their fitness values and their distances to the closest population and different operations were applied to them.

III. 3D DYNAMIC SHORTEST PATH PROBLEM

A 3D DSPP is proposed in this section. It has two advantages to be a benchmark: (1) The problem is able to simulate the progressive change of the practical problems; (2) The global optimum is always available during changes.

A. Design of the DSPP

The design of the static 3D SPP was proposed in [7], where a map is divided into $W \times H$ grids ($W$ and $H$ are the map width and height). Each grid can be seen as an item in the DSOP. The problem is defined by:

$$
\min \quad f(\bar{x}(t)) = \sum_{i=0}^{k-1} d(x_i, x_{i+1}),
$$

subject to $x_{i+1} \in N_{x_i}, \quad x_0 = s, \quad x_k = e \tag{1}
$$

where $\bar{x} = \{x_0, x_1, ..., x_k\}$ is a solution $(x_i = (x_i, y_i, z_i(t))), x_i, y_i, z_i(t)$ are the abscissa value, the ordinate value and the height for $x_i$, respectively, $s$ and $e$ are the starting grid and the ending grid, respectively, $d(x_{i-1}, x_i)$ is the Euclidean distance between the two grids $x_{i-1}$ and $x_i$. The next move from grid $x_i$ must be in the neighborhood of $x_i$ (written as $N_{x_i}$), which is defined by:

$$
N_{x_i} = \{x_j||x_j - x_i||_1 = |x_j - x_i| + |y_j - y_i| \leq 1\} \tag{2}
$$

The generation function for the dynamic map at time $t$ is defined by:

$$
z(x, y, t) = \sum_{i=1}^{5} \phi_i(x, y) g_i(t) + \sum_{j=1}^{4} \varphi_j(x, y) g_j(t) \tag{3}
$$
Fig. 1. Two basic functions for generating changes, where $\phi$ is for global change and $\varphi$ is for local change.

where $z(x, y, t)$ is the height of the grid $(x, y)$ of the map at the time $t$, $\phi$ and $\varphi$ are two basic functions for generating two different types of changes (introduced later), $g$ is used to change the relative influence of $\phi$ and $\varphi$ at time $t$.

The change in this paper has two types: global change and local change. The global change means that the whole environment changes while the local change means that only a part of the environment changes. Fig. 1 shows that when $\phi$ is added to a flat map, the height of almost all the grids on the map will be changed and thus $\phi$ is used to generate the global change. With $\varphi$, only the height of the grid near the center will be changed, thus $\varphi$ is used to generate the local change.

The formulas of the two functions are:

$$\phi(x, y) = h \ast \cos(x + c) \cos(y + c),$$

(4)

$$\varphi(x, y) = h \ast \exp\left((x + c)^2 - (y + c)^2\right),$$

(5)

where $h$ determines the relative height of the grids on the map, $(c, c)$ is a random center grid of the functions $\phi$ and $\varphi$ on the map, $c$ is a uniformly distributed random number $c \in [0, \min(W, H)]$.

To make the map changing smoothly, $g$ is introduced to gradually change the influence of $\phi$ and $\varphi$, which is defined by:

$$g(t) = \begin{cases} 0 & t < t_1 \\ \frac{2t_2 - t_1}{(t_2 - t_1)^2} & t_1 \leq t < \frac{t_1 - t_2}{2} \\ \frac{2t_2 - t_1}{(t_2 - t_1)^2} & \frac{t_1 - t_2}{2} < t \leq t_2 \\ 0 & t_2 < t \end{cases}$$

(6)

where $t_1$ and $t_2$ are two uniformly distributed random numbers. From the time $t_1$ to $\frac{t_2 - t_1}{2}$, the influence of the function changes from zero to one, and from the time $\frac{t_2 - t_1}{2}$ to $t_2$, the influence changes from one to zero.

B. Characteristic of the DSPP

Fig. 2 shows how the dynamic map changes over 1,000 generations. The blue line shows the length change of the global optimum and the red line shows the distance between the global optimum and the direct path from $s$ to $e$.

The red line is the distance between the global optimal solution (written as $\bar{x}^*$) and the path direct from $s$ to $e$ (written as $\bar{l}$). The distance between two solutions $\bar{x}$ and $\bar{y}$ is defined by:

$$\text{dis}(\bar{x}, \bar{y}) = \max_{i=1}^{k_1} \min_{j=1}^{k_2} \text{dis}(x_i, y_j),$$

(7)

where $\bar{x} = \{x_0, x_1, ..., x_{k_1}\}$ and $\bar{y} = \{y_0, y_1, ..., y_{k_2}\}$ are two solutions, both of which contain a path from $s$ to $e$. This distance is the maximum vertical distance between two solutions on the map.

If the distance is around a large value, $\bar{x}^*$ would be far away from the relatively simple solution $\bar{l}$ and thus the global optimum is more difficult to find. This means that the test problem remains a certain difficulty during the whole change. We can see that although the problem is continuously changing, the change of the global optimum may be abrupt, indicating that the global optimum may switch to another area.

IV. MULTI-POPULATION GENETIC LEARNING

A general framework for DSOPs is proposed in this section. It consists of three parts: (1) the GL algorithm; (2) a clustering-based multi-population strategy; (3) a local memory strategy. Based on statistical learning, this algorithm uses individuals from the current population to calculate the probability matrix $P$ used in GL so that the population can quickly adapt to the changing environment. To avoid the situation that the algorithm falls into a local optimum when the environment changes, we use a clustering-based multi-population strategy to improve the diversity of the algorithm. Also, to remember some useful information used to guide the local search, a local memory is used for each sub-population.

A. Framework of MPGL

Algorithm 1 is the framework of MPGL. To maintain diversity during the search, we divide the whole population into sub-populations and the probability matrix $P$ is calculated only based on the best individuals from each sub-population.
Algorithm 1 Multi-population genetic learning

1: Randomly initialize a population $X$;
2: while termination criteria not satisfied do
3:   Divide the population $X$ into sub-populations by Algorithm 3;
4:   Update the local memory for each sub-population using Eqs. (12)-(14);
5:   Set the best individual and the local memory for each sub-population as $B$;
6:   Calculate the probability matrix $P$ based on $B$ using Eqs. (8)-(11);
7:   for all individuals in each sub-population do
8:     Create a new solution with $P$ and its local memory according to Algorithm 2;
9:   end for
10:  Put all individuals in $X$;
11: end while

Algorithm 2 Genetic learning

Input:
Individual $x_i$, the probability matrix $P$ and the local memory;

Output:
A new solution for $x_i$;
1: while the construction of $x_i$ is not completed do
2:   if $rand() \leq \rho$ then
3:     Select the next feasible item based on $P$ by roulette selection;
4:   else
5:     Select the next feasible item based on the local memory;
6:   end if
7: end while

To help a sub-population search for the near optimum nearby, a local memory scheme is used to record the information from its individuals. In MPGL, the probability matrix works to maintain diversity for global search and the local memory scheme focus on local search. With the two strategies, GL can balance global search and local search during the evolutionary process.

1) Genetic learning: Algorithm 2 shows the construction of a solution in GL [6]. GL is based on solution construction strategies. It uses the parameter $\rho$ to balance local search and global search (whether to learn from $P$ or the local memory);

The gene recorded in GL can be regarded as an ordered pair of two items $\pi$ in DSOPs. Its main idea is to use optimized information to estimate the probability for each gene and use this probability to guide the evolution. The probability matrix $P$ is used to record the weighted frequency of $\pi$ visited by the historical best solution found by each individual.

The probability of $\pi$ is calculated as follows:

$$p_{ij} = \frac{w_{ij}}{\sum w_{il}}, \forall l \in N_j,$$

where $N_j$ is the set of neighbor items of item $j$, $p_{ij}$ means the probability of each individual moves from the item $i$ to the item $j$, $w_{ij}$ is the weight of $\pi$.

The objective value for all individuals in the population is normalized by:

$$\hat{f}_i = \frac{f_{max} - f_i + 1}{f_{max} - f_{min} + 1},$$

where $\hat{f}_i$ is the normalized objective value for the individual $i$ of objective value $f_i$, $f_{max}$ and $f_{min}$ are the maximum and the minimum objective values of all the individuals in the MPGL population, respectively.

A weight $\omega_i$ is assigned to the $i^{th}$ individual based on its normalized objective value $\hat{f}_i$ by:

$$\omega_i = \frac{1}{1 + e^{-\alpha \hat{f}_i}},$$

where $\alpha$ is a parameter to separate two sub-populations and can be regarded as the minimum distance between two solutions in two different sub-populations.

The weighted frequency of $\pi$ is calculated by:

$$w_{ij} = \sum_{k=1}^{S} \omega_k * o_{ij}, o_{ij} = \left\{ \begin{array}{ll} 1, & \pi_{ij} \in \bar{x}_k \\ 0, & \text{else} \end{array} \right.$$
### Algorithm 3 Multi-population strategy

**Input:**
- The whole population \( \mathbf{X} \);

**Output:**
- The sub-populations;

1. Sort the whole population based on the fitness value from the largest to the smallest;
2. for each solution \( \mathbf{x} \) in the whole population do
3. for each solution \( \mathbf{y} \) whose fitness value is smaller than \( \mathbf{x} \) do
4. if \( \text{dis}(\mathbf{x}, \mathbf{y}) \leq \alpha \) then
5. \( \mathbf{x} \) and \( \mathbf{y} \) belong to the same sub-population;
6. break;
7. end if
8. end for
9. if \( \mathbf{x} \) does not belong to any sub-populations then
10. \( \mathbf{x} \) is recorded as the center of a new sub-population;
11. end if
12. end for

### Algorithm 4 Local update \( \mathbf{L} \)

1: Input a solution \( \mathbf{x} = \{x_1, x_2, \ldots, x_n\} \) and a distance matrix \( \mathbf{L} \);
2: \( d = 0 \);
3: // \( d \) is the shortest distance from the current grid to \( e \)
4: for \( i = n - 1 \); \( i \geq 1 \); \( i = i - 1 \) do
5: // To visit \( \mathbf{x} \) from \( e \) to \( s \);
6: \( d = d + d(x_i, x_{i+1}) \);
7: if \( d < l_{x_i} \) then
8: \( l_{x_i} = d \)
9: else
10: \( d = l_{x_i} \)
11: end if
12: end for

3) **Local memory:** In the GL, the local memory is originally used for local search. To make use of the information from all the individuals, a local memory is proposed for each sub-population to record the information from all the individuals in the sub-population and each local memory works for local search.

For \( \pi_{ij} \) in DSOPs, we remember ‘the best performance’ as a local memory for each sub-population. For each \( \pi_{ij} \) there must be the best solution that containing it. With this knowledge, we can regard the objective value of the best solution associated with each \( \pi_{ij} \) as a local memory for each sub-population and store them in a matrix \( \mathbf{M} \). Each element \( m_{ij} \) records the objective value associated with \( \pi_{ij} \) for the sub-population \( k \).

When a new solution \( \mathbf{x} \) with objective value \( f_x \) enters the sub-population \( k \), the memory matrix \( \mathbf{M} \) is updated according to the following equation:

\[
\pi_{ij} = \min (m_{ij}, f_x), \forall \pi_{ij} \in \mathbf{x} \quad (12)
\]

When two sub-populations \( a \) and \( b \) merge into one sub-population \( c \), their associated local memory \( \mathbf{M}^a \) and \( \mathbf{M}^b \) will also merge into one local memory \( \mathbf{M}^c \) by:

\[
m_{ij} = \min (m_{ij}^a, m_{ij}^b) \quad (13)
\]

As this is a dynamic problem, the associated best objective value for each \( \pi_{ij} \) would not stay the same as the problem changes and old \( \mathbf{M} \) may transfer the wrong information to the next generation. To address this issue, inspired by the evaporation mechanism in ACO, this paper increases the objective value in \( \mathbf{M} \) as follows:

\[
m_{ij} = m_{ij} \times (1.0 + \beta), \quad (14)
\]

where \( 0 < \beta < 1 \) is a const parameter to determine the uncertainty of the information from the last generation. The information is more uncertain as \( \beta \) increases and the effect of old knowledge will become weaker as time goes. All the memory matrix \( \mathbf{M} \) is updated at the end of each generation.

Note that, there are some differences between the pheromone trail in ACO and the local memory in MPGL. The pheromone trail in ACO needs to balance global search and local search, and the evaporation speed is very important to the search. The local memory in GL just focus on local search for a local optimum. With Eqs. (12) - (14), when the algorithm finds a newly better solution, \( \mathbf{M} \) can be quickly updated with the objective value.

### B. Implementation on DSSP

With the domain knowledge on the DSSP, a distance vector \( \mathbf{L} \) is proposed to replace the local memory \( \mathbf{M} \). The vector \( \mathbf{L} \) records the historical shortest distance to \( e \) for each visited grid on the map, i.e., each elements \( l_{ij} \) records the shortest distance for the grid \( i \) to \( e \) for sub-population \( k \).

Algorithm 4 works as a local search operator in MPGL and tries to improve the local search ability for MPGL. The distance from each grid to \( e \) would be changing, and the distance vector \( \mathbf{L} \) should be updated with a new solution as Eq. (12).

In the multi-population strategy, when the best individuals from different sub-populations are merged to the same sub-population, their associated local memory, that is \( \mathbf{L} \) also should be merged by Eq. (13). \( \mathbf{L} \) is updated as in Eq. (14) at each generation. In MPGL, when an individual learns from the local memory, it always selects the next feasible item with the smallest \( l_{ij} \).

### V. EXPERIMENTAL STUDIES

We carry out two sets of experimental studies. The first shows the effect of different components of MPGL on DSPP. The second compares the MPGL with other ACO variants.

#### A. Experimental setup

For the DSPP, the map size \( W = H = 50 \) was used. The population size \( S = 60 \). The starting point \( s = (0, 0) \) is at the left bottom grid and the ending point \( e = (W - 1, H - 1) \) is at the left top grid on the map. A Change occurs after every
NC evaluations. We assume that the change in this problem is progressive and we set the maximum change to one unit. The maximum change means the maximum difference of the height at each point in the map over two successive change.

In MPGL, there are three parameters: (1) The ratio of global search $\rho$ was recommended in [7]; (2) The minimum distance $\alpha$ for population clustering was set to the average distance between all individuals and the best individual of the sub-population it belongs to. (3) The uncertainty factor $\beta$ was set to 0.1 for achieving the best overall performance.

The relative error (RE) is used to evaluate the performance.

$$RE = \frac{f(\vec{x}^b) - f(\vec{x}^*)}{f(\vec{x}^*)},$$

where $\vec{x}^b$ and $\vec{x}^*$ are the best solution found by the algorithm and the global optimum, respectively.

**B. Component analysis**

To analyse the relationship between the local memory or the multi-population strategy with the environmental changes, the map changes at every iteration of the MPGL.

1) **Effect of the local memory on MPGL for DSPP:** In Fig. 3, the blue line and the red line show the change in the RE of MPGL with and without local memory over a single run of 1,000 generations. From the figure, we can see that $L$ can obviously help optimize the path and improve the accuracy of the algorithm. In the process of path construction, $L$ will be updated gradually and thus help improve the solution. During the path construction, the algorithm always selects a relatively close grid to make a relative good solution. This can avoid the potentially bad selection, and thus the constructed path has a smaller relative error.

2) **Effect of the multi-population strategy for DSPP:** In the top figure from Fig. 4, the blue line and the red lines show the change in the RE of MPGL with and without the multi-population strategy, respectively, over 1000 generations. MPGL can adapt to the change more quickly. The multi-population strategy makes the algorithm more stable. For example, around the 400th generation, there is a huge rise in the RE of MPGL without the multi-population strategy while the rise of MPGL is relatively smaller. It indicates that the algorithm can effectively capture the local optimal when the global optimum switches to other areas.

In the bottom figure from Fig. 4, the red line shows the change in the number of populations over 1000 generations. It can be seen that the number of sub-populations changes as the environment changes. For example, around the 400th generation, the RE gradually increases. However, before the RE increases, the number of populations already increases. It indicates that the multi-population can track environmental changes. Before the global optimal moves to the other area, the environment already changes and the number of populations increases to help the algorithm capture the near-optima. When the global optimal move between different local optimal, the algorithm can quickly capture it.

**C. Comparison with other algorithms**

For a fair comparison, the local memory without problem domain knowledge $M$ is used in MPGL and we do not use any local search based on the problem domain knowledge because different ACO variants need different local search operators, which have a significant impact on the performance.
the probability vector so that it can adapt to the changing environment. GL uses individuals from the current population to calculate the probability matrix $P$ based on the current population so that they can quickly adapt to the changing environment. RIA CO sometimes may find the best solution because it has certain probability of finding new good solutions, but its performance is quite unstable because of the randomness.

From Table I, we can see that when the frequency of the environmental changes is fast, GL is better than MPGL, maybe the local memory $M$ in MPGL may mislead the individuals. However, when the speed of the environmental changes becomes slow, MPGL performs much better than GL. The average performances of GL and MPGL are much better than other ACO variants.
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This paper proposes a multi-population genetic learning framework, namely, MPGL, for DSOPs. This framework combines the GL and a clustering-based multi-population strategy with a memory scheme. The multi-population strategy works to maintain the diversity and the memory scheme helps to improve the local search ability.

From the experimental studies, we can see both MPGL and GL outperform the ACO variants. It is mainly because that the GL uses individuals from the current population to calculate the probability so that it can adapt to the changing environment quickly. With the multi-population strategy, MPGL can maintain the diversity during the whole search. Compared with RIA CO, we also find that with some randomness, algorithms may have a better performance.

The relationship between the number of populations and the environmental changes is not clear and we will take a further study on it. We will also apply it to the other types of DSOPs, e.g., DTSP and DVRP, with some appropriate local search operators.
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From the experimental studies, we can see both MPGL and GL outperform the ACO variants. It is mainly because that the GL uses individuals from the current population to calculate the probability so that it can adapt to the changing environment quickly. With the multi-population strategy, MPGL can maintain the diversity during the whole search. Compared with RIA CO, we also find that with some randomness, algorithms may have a better performance.
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